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AI History and Evolution
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Agenda
Ø AI definition

Ø AI domain and skills

Ø AI schools

Ø Significant AI advances

Ø Artificial General Intelligence
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What is AI?
- Computer & machines to simulate human intelligence, 

problem solving & take decisions

- Perception, reasoning, learning, communicating, acting, 
searching, take decisions

- They can do things like humans

- AI is often object of controversy

- AI pushes its frontier
- For 50 years, we have used AI. But AI is evolving.

- As soon as it works or not a hype, no one call it AI

- Can machines think?
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The Turing Test (1950)
- Think or not think, that’s the question!

- Computer is AI if it can mimic human responses

- New tests: Marcus Test, Lovelace Test 2.0

• Who are you as a person?
• Where did you live as a child?
• Describe your mother/father?
• When do you feel the pain?
• 3x5=?
• What are the colors in a painting?
• What do you like to eat?
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ELIZA program
- Built by Joseph Weizenbaum, 1964-1967 at MIT
- Early NLP specialized in psychotherapy
- Simulate conversation 

using pattern matching & 
substitution

- Simple tricks, but realistic 
conversation

- Passes Turing test

JULIA: Mauldin, 1994
- Verbot: https://en.wikipedia.org/wiki/Verbot
- SDK: https://verbots.sourceforge.net/
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Chinese room argument
- John Searle, Professor of Philosophy at Berkeley, 1980

- Position: “Thinking is possible if made of proteins”

- Chinese room argument against strong AI

Ø A huge English book (like a program) that transforms Chinese characters into other 
Chinese characters

Ø It answers questions in Chinese

Ø It passes the Turing test

Ø Does the person literally understand Chinese?

Ø Understand Chinese: Strong AI. Not understand: Weak AI
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AI founders and influencers

Qian Xuesen
(1911-2009)
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John McCarthy
(1927-2011)

Claude Shannon 
(1916-2001)

Alan Newell
(1927-1992)

Hubert Simon
(1916-2001)

Edward Feigenbaum
(1936-)

Warren S. McCulloch Newell
(1898-1969) Walter H. Pitts 

(1923-1969)

Marvin Minsky
(1927-2016)

Norbert Wiener 
(1894-1964)

Jensen Huang

Sam Altman

Bill Gates

Yann Lecun

Elon Musk

Reid Hoffman

Larry Page

Denis Hassabis
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Physical Symbol System Hypothesis
- Newell & Simon, 1976: "A physical symbol system has the necessary and sufficient means for 

general intelligent action.”

- Physical symbol system = Formal system (*)

- Computer and human minds are examples of Physical Symbol System

- Human thinking is a kind of symbol manipulation

Ø Good Old-Fashioned AI (GOFAI)

Ø Declarative Knowledge Base, Knowledge representation

Ø First-Order Logic

Ø Problem description, search heuristics

Ø Inference engines, solvers

(*) A formal system: A language with an alphabet of symbols together with axioms and inference 
rules that distinguish some of the strings in the language as theorems.
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Alan Newell
(1927-1992)

Hubert Simon
(1916-2001)



Symbolic issues
Issues

Ø Scale up problem, solved some industrial problems, but many toy problems

Ø Lisp language è Lisp machine

Ø Not enough ROI

Ø Failure of projects

Difficulties

- Difficulties to handle uncertainty

- No perceptual tasks

- No voice recognition
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Sub Symbolic Approach
• Wilson 1991 (The animal path to AI), Brooks 1990 (The Elephants don’t play chess)

• Intelligence: Sub-symbolic processing, processing of signals

• Symbol è Sub symbol è Signal

• The animal approach
• Face recognition: Multi-dimensional signals, not symbols

• Not clear cut true/false, but more fuzzy logic

Ø Bottom-Up approach
Ø Purely correlation between inputs and outputs

Ø Follow same human evolution with signal 
processing

è New start for Neural Networks (McCulloch-Pitts 1944)

Ability to learn
Simulate biological evolution: crossover, mutation, fitness-proportional

Genetic algorithms: search solutions in constraint satisfaction problems
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Symbolic AI: Semantic Network

Paris City Mayor

Inhabitants
Person

Human

Intelligent

Mammal

Animal

Country

is a has a

is ais 
in a

is a
is

has

Continent

pa
rt 

of

is a

13

kin
d of

is a

Inhabitants of Paris 
are intelligent

Paris is a city in a 
Contiennt Europe

If animal and it flies, 
it is a bird

Average sensor value
raises10% in last hour, 
then raise an alarm

Inferences



Symbolic AI:
Ontology

Beijing

City

Capital

China

23500000

Great Wall, Forbidden city, Summer Palace

City Government

100000

isa

isa

country

inhabitant_nb

monuments

has_a

postal_code

Subject

Verb
/ property

Object

14



Neural network: Is this a cat? 15

Ø There were a lot of cat images on internet

Ø 100,000 images to train a neural network

Ø A child recognizes a cat in 2-3 times (*)

Ø (*) From Luc Julia: L’intelligence artificielle n’existe pas



Cybernetics
Ø Wiener, 1948, during WWII

Ø Study of regulatory systems that are mechanical, biological, physical, cognitive in nature

Ø Focuses on how a system processes information, responds to it and changes accordingly or 
being changed for better functioning

Ø All computer and intelligent machines are cybernetics applications

Ø Cybernetics is based on a constructive view of the world
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Applications:

- Robotics, vision, 

- Social networks, 

- Financial networks

- Autonomous weapons, 

- Information theory



AI schools
Symbolic AI (John McCarthy, 
Allen Newell, Herbert Simon, 
Edward Feugenbaum)

- Good Old-Fashioned AI

- Knowledge, logic reasoning

- Rules engines, problem solvers

- Expert systems
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Behaviourist AI (Norbert Wiener, John McCarthy, Qian Xuesen)
- Feedback and regulation

- Enhanced learning

- Cybernetics, Robots

Connectionist AI (Warren S. McCulloh, 
Walter H. Pitts, Marvin Minsky)
- Neural networks

- Voice recognition

- Genetic algorithm

- Decision trees



History of AI 18

2016: AlphaGo

2011: Watson 
at Jeopardy

1997: Deep Blue
1997: ILOG JRules

2022: ChatGPT

1943: McCulloch-Pitts Neuron

1965: DENDRAL

1974: Mycin Expert System
Shells



IBM Deep Blue
Ø Chess playing expert system
Ø Lost in 1989, won in 1996
Ø IBM supercomputer (dedicated 

purpose)
Ø Defeated world champion Gary 

Kasparov
Ø Rules tuned by chess masters

Ø Now better use reinforcement learning

Ø Brute force computing power, 
evaluation function

Ø 30 PowerPC, special chess hardware, 
etc.
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IBM Watson at Jeopardy
- 2010-2011: Watson Jeopardy TV show
- DeepQA, NLP, ML
- Neuron symbolic AI, machines with common sense

- Databases, taxonomies, ontologies, WordNet

- Knowledge representation, automated reasoning
- Question analysis and classification

- Hypothesis generation, scoring

- Written in Java, C++, Prolog, Hadoop, on Linux
- Massively parallel POWER7, 750 servers

Ø On Sept. 1, 1715 Louis XIV died in this city, site of a fabulous palace he built. (Versailles)

Ø This number, one of the first 20, uses only one vowel (4 times!). (Seventeen)

Ø This territory was formally transferred to the U.S. at Castle Hill in Sitka (Alaska)

Ø Its largest airport is named for a WWII hero. Its second largest, for a WWII battle  è Toronto (Chicago)

20

Some questions



Google AlphaGo
- AlphaGo

- Start: 2014, Match against LEE Sedol: 2016

- 3 neural networks, reinforcement learning

- Imitate expert moves, heuristics, long sequence of 
look ahead

- Monte Carlo Tree Search (MCTS)
- Against Fan Hui: 1202 CPUs, 176 GPU

- AlphaGo zero in late 2017
- Self taught, no real game learning, no supervision

- Only 1 deep neural network
- Plays new (unknown) Joseki

- Beats AlphaGo: 100 games win, after 3 days training

- Humans lost against computer
- Not a fair comparison. Approach is not the same

- Computation & memory power not the same
- Human is essentially very heuristic based, 

conventional patterns, a few look ahead
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ChatGPT

Ø Popular since Nov 2022
Ø Based on LLMs
Ø Generate contents: texts, code, sound, images, 

videos, etc.
Ø Based on deep learning (patterns and structures), 

transformers
Ø GPT-3, BERT, DALE-E 2
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Biological computer
Ø Powerful computers built with cells grown in labs

Ø Faster, more efficient, more powerful than silicon-based computers

Ø CPU is the brain and DNA is the program

Ø Organoid Intelligence (OI)

Ø AI vs. IO

Ø AI does not mimic human intelligence

Ø OI 

Ø Can think as humans !

23



Artificial General Intelligence
Ø Generalized Super Intelligence

Ø Real strong AI, a variety of cognitive tasks

Ø Common sense

Ø Combination of several technologies:

Ø Symbolic : common sense, reasoning. No perception.

Ø Connectionist (sub-symbolic): Weak cognitive capabilities

Ø Universalists: computation complexity models

Ø Architecture of human body: AGI possible with physical interactions

Ø Hybrid: combine symbolic and sub-symbolic

Ø Common sense, Deep Learning, Gen AI, NLP, Vision, Robotics
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EU AI Act 2024 (May 2024)
Ø Risk classification

Ø No social scoring
Ø No emotional recognition in schools and workplaces
Ø No exploit of people's vulnerabilities
Ø No police biometric scanning (except serious crime)

Ø General purpose AI: Specific requirements. Detailed summary of 
data gathered, labelling deep fakes

Ø Innovation-friendly approach: Regulatory sandboxes for innovation
Ø Shared accountability for ongoing monitoring
Ø Penalties
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谢谢 !
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Merci !

Thank you !


